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Abstract: It is no doubt that diabetes is considered one of the most common chronic dis-

eases. Diabetes patients have high risk of diseases like renal failure, heart stroke, nerve 

and eye damage that can lead to blindness. Detection and prediction of diabetes mellitus 

is not a very easy process. Nevertheless, the cost of tests is high. It could be a revolution-

ary if one could know the risk of being diabetic with no need to visit busy hospitals. This 

could only be done through artificial intelligence.  In this paper, a classification model 

was proposed for diabetes mellitus classification and prediction, so that early diagnosis 

as well as treatment could prolong patients’ lives and minimize risk factors. The classifi-

cation of datasets in medical healthcare is hindered by the problem of having suitable 

datasets. Proper processing was performed through null values imputation, normaliza-

tion and encoding. Supervised algorithms were applied to ensure the effectiveness of the 

proposed model such as Random Forest (RF), Extreme Gradient Boosting (XGB) and 

Neural Network (NN). Results were compared using five performance metrics; accuracy, 

precision, f1-score, recall and run time. Training and testing are performed on two differ-

ent datasets to ensure the robustness of proposed model. Proper preprocessing was con-

ducted to handle the issues of non-existing values and class imbalance that may lead to a 

misleading biased model. Results demonstrated that RF has overtaken both remaining 

techniques by achieving 80.5% accuracy compared to 79.65% for XGB and 76.36% for NN 

on the Pima Indian Diabetes Dataset. While the questionnaire dataset results indicated 

RF superiority among remaining models by achieving an accuracy of 97.11% compared 

to 93.38% and 93.26 for NN and XGB respectively. 

Keywords: Diabetes Mellitus, Preprocessing, Supervised Machine Learning, Performance 

Metrics. 

 

1. Introduction 

Diabetes poses major risks to various body organs since it reduces the ability of extracting energy from con-

sumed food. It is considered as a disorder that elevates the insulin level in blood beyond the normal threshold 

value of 126 milligrams per deciliter (mg/dL)[1]. Diabetes types delves into three main categories as follows: 
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Type-1 Diabetes, Type-2 Diabetes and Gestational Diabetes. They are different in threats, causes, symptoms as 

well as treatment. Table 1 summarizes comparison between them. However, general symptoms such as dehy-

dration, starvation, repeated urination, drowsiness, distorted vision, slow-wound healing time could be like 

other chronic diseases. Type-2 Diabetes Mellitus is a condition marked by insulin resistance, where the cells of 

the body no longer respond effectively to insulin [2]. In Type 2, It has primarily affected adults. According to 

statistics, between 90 and 95 percent of people will develop type 2 diabetes. Type 2 diabetes is commonly con-

trolled with diet, exercise, and weight control. Still, drugs or injections could be regarded as a treatment to 

minimize blood sugar levels [3]. The World Health Organization (WHO) reveals that the demise percentage 

will be 90 percent between 2017 to 2030. Moreover, it is predicted that type-2 disease will rise to 438 million in 

2030 [4][5]. Referring to the International Diabetes Federation (IDF), the prevalence of diabetes has been elevat-

ing rapidly, caused by lifestyle changes, aging populations, and urbanization. Global Diabetes Statistics in 2024 

there are total cases of nearly 540 million adults between 20 and 80 years have diabetes worldwide. This num-

ber is expected to elevate by 2045 to 785 million. Moreover, undiagnosed Cases are approximately 250 million 

people living with undiagnosed diabetes making it around 1 in 2 people with diabetes [6]. Diabetes contributes 

to 6.5 million deaths annually leading to 1 every 5 seconds mortality rate. Middle Eastern countries are esti-

mated to report some of the highest prevalence rates. Also, Africa is predicted to have a 129% increase in dia-

betes cases. In Egypt, there are about 20.9% (including diagnoses and undiagnosed cases) of having diabetes, 

which is significantly higher than the global average 10.5%[7].  

 

Table 1. “Comparison between different types of diabetes”. 

Point of 

Comparison 

Type-1 Diabetes Type-2 Diabetes Gestational Diabetes 

Definition Autoimmune disease attack-

ing insulin producing cells 

Chronic condition where body 

does not produce enough insu-

lin 

Disease developed during 

pregnancy 

Cause Autoimmune reaction Insulin resistance Hormonal changes 

Risk factors Family history and genetic 

predisposition 

Obesity, sedentary lifestyle, and 

ethnicity 

History of gestational dia-

betes and advanced ma-

ternal age 

 

The paper's key contributions are given below: 

• The main goal is to design an accurate machine learning model that has undergone training using the 

same number of instances for each class independent of dataset original distribution and size. 

• Employed a proper preprocessing approach to handle the non-existing values, data rescaling and class 

imbalance. 

• Model performance was improved via balancing the dataset using the synthetic minority oversampling 

technique (SMOT). 

• RF achieved an overall accuracy of 80.51%, as well as AUC, precision, f1-score, recall and run time of 

76%, 79.03%, 68.53%, 60.5% and 240.6 msec respectively on PIDD and accuracy of 97.11%, as well as AUC, pre-

cision, f1-score, recall and run time of 97%, 96.87%, 97.63%, 98.41% and 173.65 msec on questionnaire dataset. 

The remaining parts of the manuscript are organized step by step: In the second section, review on previous 

studies. Then, dataset description and stating the methodology in the third section, and finally, results and dis-

cussion represented in the fourth section. Section five presents the conclusion of this paper. 

2. Literature Review 

Most of previous studies have been conducted on the same dataset named Pima Indian Diabetes Dataset 

(PIDD). It contains many missing values and to outliers which could be misleading to the training process of 

machine learning models. Several worthy contributions to this connection are listed below. 
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Khalel et al. [8] proposed a prediction model using supervised machine learning algorithm on the Pima Indian 

Diabetes (PIDD) dataset. Authors applied Naïve Bayes (NB) and K-nearest Neighbor (KNN) that yielded 79% 

and 69% respectively in terms of accuracy. 

Febrian et al. [9] compared two supervised machine learning techniques which are KNN and NB algorithms to 

predict diabetes based on specific health attributes in the PIDD. The results were evaluated using confusion 

Matrix. Results indicated that Naive Bayes algorithm outperformed KNN, with an average value of 76.07 % 

accuracy, 73.37% precision, and 71.37% recall in NB. Moreover, results showed an accuracy of 73.33%, preci-

sion of 70.25%, and recall of 69.37% in KNN. 

Kangra et al. [10] utilized various supervised machine learning techniques to aid in diabetes prediction: NB, 

KMM, SVM and LR. The experiment was piloted on the PIDD. The results of classifiers in terms of accuracy 

are as follows: NB scored 72.6%, KNN 66.1%, DT 71.8%, RF 64.9%. 

Quan et al.[11] proposed a diabetes prediction model with the aid of two supervised machine learning algo-

rithms. Authors study utilized PIDD. Results scored an average accuracy of 72.59% and 75.19% for Decision 

Tree and Random Forest algorithms respectively. 

Amani et al. [12] applied both machine learning and deep learning on the PIDD dataset. The two machine 

learning techniques are SVM and RF. Authors stated that SVM are not able to solve non-linear function. There-

fore, they applied mapping functions. Results indicated that the SVM and RF algorithms achieved an accuracy of 

73.94% and 79.26% respectively. 

Muhammed et al.[13] constructed a diabetes detection model for their research using various supervised ma-

chine learning algorithms including: SVM, K-Nearest Neighbor (KNN), Logistic Regression (LR), Naive Bayes 

(NB), DT, and RF. Authors cleaned noisy data through outliers and normalization. Result shows that both KNN 

and SVM models outperformed the remaining proposed models, with 77% accuracy in the experiment on PIDD. 

DT and RF in the last place with an accuracy of 71%. 

Sajratul et al. [14] assured in research work that feature selection can maintain adequate accuracy while compu-

tational cost required decreased significantly. Implementation of feature selection subset from the entire PIDD 

dataset with pregnancies number, level of blood glucose, body mass index, age and diabetes pedigree function 

yielded maximum accuracy. Logistic Regression and Random Forest proposed models achieved 77.08% and 

75% of accuracy respectively when the previous attributes are fed into them.                                            

Huma et al. [15] proposed sampling methods to extract features such as Linear Sampling, Shuffled Sampling, and 

Automatic Sampling. These sampled features are fed into Naïve Bayes model achieving an accuracy of 76.33% 

on the PID dataset. Results can be improved by solving the null values problem, which is not presented in their 

study. 

Harleen et al. [16] performed their research depending on SVM. Dimensionality reduction was performed on the 

PIDD dataset. The outliers were removed using statistical methods to improve the model accuracy. Results in-

dicated that SVM achieved high accuracy in the training stage. However, accuracy went down to 71.3% in testing 

indicating probability of overfitting. 

3. Material and Methodology 

This section presents the suggested framework as well as methods of this research. It contains three main 

building blocks. Starting with the brief description of used datasets, moving to preprocessing of data and ma-

chine learning models. Lastly, evaluation metrics as illustrated in Figure 1. 
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3.1 Dataset Description 

Labeled data is a crucial input to supervised machine learning and deep learning classification problems [17]. 

A relevant collection of data aids to better machine learning classification. There are two datasets implemented 

in this paper which were gathered from public hosts and by agreements with medical centers and doctors. 

They are publicly available online hosted by UCI Machine Learning.  The first dataset named Pima Indians 

Diabetes Dataset (PIDD) which is considered as one of the most well-known datasets in binary classification of 

diabetes using machine learning. It was created by the National Institute of Diabetes and Digestive and 

Kidney Disease. The dataset includes 768 females. The dataset implements 7 medical predictive variables in 

addition to one target value labeled Outcome. Predictor attributes based on certain diagnostic measurements 

included in the dataset. The second dataset is submitted using a questionnaire for diabetes prediction case 

study. It has been collected using direct questionnaires from the patients of Sylhet Diabetes Hospital in 

Sylhet, Bangladesh and approved by a doctor. It contains 520 samples and 17 predictive features. Detailed 

description of features in both datasets is illustrated in Tables 2 and 3. 

Table 2. “Description of attributes present in PIDD”.  

Attribute Description Missing values 

Percentage 

Missing values 

count 
Range 

Pregnancies Number of times a patient has been pregnant - - 0-17 

Glucose Concentration of plasma glucose at two hours in 

an oral glucose tolerance test (GTIT) 
23.4375% 180 0-199 

BP Diastolic Blood pressure (mm Hg) 28.77% 221 0-122 

ST Skin fold thickness in Triceps (mm) 38% 292 0-99 

Insulin Serum Insulin for two hours ( /ml) 64.84% 498 0-846 

BMI Body mass index (kg/m) 10.42% 80 0-67.1 

DPF Diabetes Pedigree Function - - 0.078 – 2.42 

Age Age in years - - 21 -81 

Outcome Binary target indicating diabetic or not - - 0 - 1 

Figure1. Block diagram of the proposed work. 
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3.2 Data Preprocessing 

An extremely important step when developing the prediction model for this study is preprocessing [18]. Given 

that the collected data involves missing nominal variables along with outliers, the improper data affects the 

liability of proposed model [19]. The PIDD has several missing values as shown in Table 2. Patients often ig-

nore many tests for many reasons such as cost and time, which results in missing values. Thus, diagnostic var-

iables cannot be determined, hence an appropriate imputation approach must be used.  

 

Table 3. “Description of attributes present in questionnaire dataset”. 

Attribute Description Range (Distribution) 

Age Age of person in years 16-90 

Gender Sex of patient Male (63%) or Female (37%) 

Polyuria Excess urination Yes (50% or No (50%) 

Polydipsia Excess thirst True (45%) or False (55%) 

Sudden Weight 

Loss 

Unintentional and rapid weight loss True (42%) or False (58%) 

Weakness Reduced energy True (59%) or False (41%) 

Polyphagia Excessive hunger or increased appetite True (46%) or False (54%) 

Genital Thrush Fungal infection True (22%) or False (78%) 

Visual Blurring Difficulty in seeing clearly True (45%) or False (55%) 

Itching Persistent skin pruritus True (49%) or False (51%) 

Irritability Emotional sensitivity or mood swings True (24%) or False (76%) 

Delayed Healing Slow wound healing True (46%) or False (54%) 

Partial Paresis Weakness or paralysis of muscle group True (43%) or False (57%) 

Muscle Stiffness Reduced flexibility in muscles True (38%) or False (62%) 

Alopecia Hair loss and hormone imbalance True (34%) or False (66%) 

Obesity Excess body fat True (17%) or False (83%) 

Class Binary target indicating diabetic or not Positive (62%) or Negative (38%) 

 

3.2.1 Missing Values Imputation 

Dealing with incomplete medical records can be performed through different methods[20]. Replacing missing 

feature values with zero has no effective biasing in prediction but this assumption is medically impossible. 

Neglecting incomplete record by simply removing them can affect small-scale datasets. Other mathematical 

approaches such as replacing non-existing values with a constant, mean, median or most frequent. Mean Im-

putation was applied in this study to replace missing values with the mean of the non-missing values for that 

feature. Since the features are continuous and the percentage of missing data is small. This technique is known 

for its computational simplicity, easy of implementation and speed. Moreover, it preserves the size of dataset 

from the loss of data due to deletion. 

3.2.2 Scaling 

Before fitting any model, Rescaling is required to improve its speed and accuracy. Since scaling assists models 

to comprehend the problem, it is typically essential to scale numerical descriptive values. This is because nu-

merous important techniques demand it. Standard scaling, which sets the attribute to 0 mean and 1 standard 

deviation, was used in this work even though there are other ways to scale data. Normalization resizes each 

data value in a certain range using the (1) while distribution is shifted during standardization using (2); 

 

    
           

           
 

(1) 
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 (2) 

Where    is scaled data, X is data to be scaled,   is the mean while   is the standard deviation. 
 

3.2.3 Class balance 

Class imbalance occurs when the number of samples in one class of a dataset significantly outnumbers the 

samples in other classes. This imbalance can create challenges for machine learning models[21], as they tend to 

favor the majority class, leading to biased model predictions and poor misleading performance especially of 

the minority class. There are several techniques to handle class imbalances such as oversampling minority 

class, under sampling majority class or data augmentation which is typically used in image dataset [22]. PIDD 

includes 500 diabetic patients while the number of non-diabetic individuals is 268 as illustrated in Figure 2. A 

simple solution might seem to be duplicating existing minority class samples, but this does not add any new 

information to the dataset where exact duplicates can lead to overfitting, where the model memorizes the mi-

nority samples instead of learning generalizable patterns. Therefore, Oversampling Technique (SMOT) was 

applied in this study. 

 

 

  
(a) (b) 

Figure 2. Shows class distribution as percentages in (a) PIDD dataset (b) Questionnaire dataset. 

3.3 Machine Learning 
For training and testing purposes, the dataset is divided into two sections before training machine learning. 

The model learns to identify relationships between the data during training in order to produce accurate 

predictions on new unknown data during the testing stage to assess the trained model's performance. 

Common spliiting ratios are 80%-70% or 20%-30% for training and testing respectively. 

Machine Learning (ML) make use of algorithms and mathematical algorithms in order to identify patterns in 

data and make predictions. ML systems enhance their performance over time through being exposed to more 

data. Supervised learning trains on labeled data used in classification as in our case. Given the categories of the 

input data, classification is a predictive modelling methodology that predicts a class label. For the classification 

of diabetes mellitus, this study involves two machine learning classifiers, such as Random Forest (RF), Extreme 

Gradient Boosting (XGB) and Neural Network (NN).  

RF develops multiple decision trees in the training stage and provides output class of those individual trees. 

This model provides a simple adjustment that utlizie ecorrelated tree through bagging process. Bagging 

develops using bootstrapped samples multiple DTs . During bootstrapping, specific number of attributes are 

neglected from the entire coloumns [23]. 

An XGB is a tree-based sequential DT algorithm applied to relatively small or medium size tabular datasets 

[24]. It is considered to be among the most effective techniques for classification and prediction. By combining 

comparatively weaker and simpler models. Scalability is considered the most important feature in XGB [25] , 

where it implement learning through distributed computing and memory usage is well structured .  

Diabetic 
65% 

Non-
Diabetic 

35% 

Diabetic Non-Diabetic

Diabetic 
62% 

Non-
Diabetic 

38% 

Diabetic Non-Diabetic
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On the basis of multiple layers and neurones, NNs are built for classification and a host of other applications. 

The two main characteristics of neural networks are their capacity to learn how to do their tasks after being 

adequately trained and to generalise and generate a satisfactory response to unseen data [26]. The NN is 

initially given the best subset of characteristics as inputs. Every neurone computes a weighted sum for every 

feature subset.The output value of the neurone is then calculated by applying a transfer function to this 

weighted sum. 

 

3.4. Model Evaluation Metrics Parameters 
A confusion matrix is a table used to describe the classification algorithm performance. Visualize and 

summarize the performance of classification algorithms [27]. It summarizes correct and incorrect predictions 

broken into categories. The confusion matrix comprises four main parameters that are used to create the 

classifiers measuring metrics [22]. These four outcomes are described below: True Positive (TP): means that the 

actual and predicted values are the same.True Negative (TN): This represents the number of predictions that 

the classifier correctly predicted that the negative class would be negative. False Positive (FP): negative class 

predicts a positive category. False Negative (FN): positive cases were misclassified to other classes. Accuracy is 

the indicator of cases thar are correctly identified from entire cases. Precesion is the ratio of correctly predicted 

postive out comes to all postive values. Recall is proprtion of correctly predcited cases amon all predicted 

values. While the average of precision and recall is called f1-score. The formulas for accuracy, precision, recall, 

specificity and f1 score are presented in equations (3)–(6), as follows: 

          
     

           
 (3) 

           
  

     
 (4) 

        
  

      
 (5) 

          
                  

                
 (6) 

4. Experimental results and discussion 

This study implemented simple imputation approach using mean value to replace non-existing ones. Dataset 

is delved into two partations; 80% for training, 20% for validation and testing purposes after shuffling data in 

random states to prevent overfitting problems. Training and testing have been applied on kaggle platform. 

Random Forest, Extreme gradient boosting and Neural networks are used for the classification of diabetic and 

non-diabetic individuals in this paper.  The criterion function used to measure split equality in Random forest 

is gini for classification purposes. While Minimum number of samples required to split an internal node is 2. 

The learning rate in XGB is set to 0.3, which defines the step size shrinkage to prevent overfitting. Moreover, 

the maximum depth of tree is 6. The activation function used to map input to output in neural network is 

sigmoid. Batch size is set to 16 while the number of epochs is 100. Confusion matrices of XGB and RF are 

applied on the two dataset and their results are illustrated in Figure 3 and 4. Training and validation results of 

neural network is represented in Figure 5. Accuracy and loss curves of neural network is presented in Figure 5 

and 6. Results are then compared with relevant previous studies stated in literature review summarized in 

Table 3. 
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Table 3. “A comparison of the outcomes between the proposed system and methodologies found in the literature”. 

 

Authors Dataset Methodology Accuracy 

Khalel et al. 

Pima Indian Diabetes 

Dataset (PIDD) 

 

KNN 69% 

NB 79% 

Febrian et al. 
KNN 69.37% 

NB 76.07% 

Kangra et al. 

NB 72.6% 

DT 66.1% 

RF 71.8% 

KNN 64.9% 

Quan et al. 
DT 72.59% 

RF 75.19% 

Amani et al. 
SVM 73.94% 

RF 79.26% 

Muhamed et al. 

KNN and SVM 77% 

LR and NB 74% 

DT and RF 71% 

Sajratul et al. 
LR 77.08% 

RF 75% 

Huma et al. NB 76.33% 

Harleen et al. SVM 71.3% 

Proposed Model 

Questionnaire 

Dataset 

RF 97.11% 

XGB 93.27% 

NN 93.38% 

Pima Indian Diabetes 

Dataset (PIDD) 

RF 80.5% 

XGB 79.65% 

NN 76.45% 

 

 

 

 

 
 

(a) (b) 

 

 

Figure 3. Shows PIDD  confusion matrices for (a) XGB (b) RF.  
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(a) (b) 

Figure 4. Shows questionnaire dataset confusion matrices for (a) XGB (b) RF. 

 

 

 
(a) (b) 

Figure 5. Shows NN curves versus epochs for PIDD (a) Accuracy (b) Loss. 

 

 
 

(a) (b) 

Figure 6. Shows NN curves versus epochs for questionnaire dataset (a) Accuracy (b) Loss. 

Random Forest yielded the highest accuracy among the proposed models because it is an ensemble technique 

integrates the predictions from multiple decision trees. A distinct subset of the data is used to train each tree, 

and the results are combined by majority voting for classification purpose. This lowers the chance of overfit-

ting compared to a single decision tree. Moreover, this reduces the correlation between trees and ensures that 
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the model explores different patterns in the data. Furthermore, RF is less sensitive to noise and outliers. Ran-

dom Forest tends to generalize well to unseen data because of its combination of randomness, ensemble learn-

ing, and averaging techniques. 

5. Conclusions 

The prediction of diabetes mellitus is considered a challenging medical research topic. This research involved 

development of a ML-based pipeline for classification T2DM based on two different datasets suffering from 

class imbalance and missing values. Consequently, our goal was met through applying RF, XGB and NN. Neu-

ral networks yielded an accuracy of 76.45% and 93.38% respectively for the first dataset and second dataset. To 

find the best model, RF achieved an overall accuracy of 80.51%, as well as AUC, precision, f1-score, recall and 

run time of 76%, 79.03%, 68.53%, 60.5% and 240.6 msec respectively on PIDD and accuracy of 97.11% as well as 

AUC, precision, f1-score, recall and run time of 97%,96.87%, 97.63%, 98.41% in 173.65 msec respectively on 

questionnaire dataset. While XGB yielded 79.65% accuracy as well as AUC, precision, f1-score, recall 

76%,75%,68.45%,62.96% respectively in much less time of 80.5 msec on PIDD. Moreover, XGB results were 

93.26%, 94%, 96.67%, 94.31%, 92.06% for accuracy, AUC, precision, f1-score and recall respectively in 49.28 

msec. The proposed model yielded results which are superior to those of other studies in literature. Validation 

and testing were performed. In future work, applying different missing value imputation techniques close to 

real-life situations in addition to different class imbalance techniques. Furthermore, more machine learning 

and deep learning techniques will be applied on hybrid datasets. 
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