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Abstract: This study intends to improve the Hexagon Path Planning algorithm's applica-

tion in dense obstacle situations by reducing computation time, allowing for real-time 

path planning with a dynamic search area that starts small and grows until a path is 

identified (iterative Hexagon visibility Graph). To evaluate the performance of the sug-

gested algorithm, a novel assessment approach is provided that takes into account a large 

number of mazes rather than just a few. The key to the proposed algorithm's efficiency 

comes in the use of iterative Hexagon visibility Graph, applying rules to identify and 

hence reject paths likely to be long, thus saving time and compute resources, prioritizing 

nodes with the likelihood of being part of the solution. This study also introduced the 

concept of checking Node-to-node visibility as needed, rather than a creating a complete 

visibility map, and then solve. This smart search reduces the computational load caused 

by node-to-node visibility checks complexity which increase by increasing the nodes 

number greatly. The proposed algorithm can find the shortest path or indicate that there 

isn't one. It successfully completed mazes with 250 rectangular obstacles (equal to 2000 

different nodes). Notably, the proposed methodology saved computing time greatly 

when compared to the usual method of building a visibility graph and then solving it 

using the Dijkstra algorithm: by roughly 45.56% without filter application and an aston-

ishing 95.85% when a hexagon filter was used. 

Keywords: path plan, graph theory, geometrical algorithm, visibility graph, Autonomous 

Navigation, roadmap, swarm path planning, Dijkstra, Hexagon algorithm. 

 

1. INTRODUCTION 

Autonomous robots/vehicles number and applications increased rapidly 

Over the past decade e.g. [1], [2], [3], [4], [5]. A basic component of autonomous robots/vehicle control system is 

the determination of a collision-free path in a given environment, which is known as path planning. 

path planning algorithm (whether it's local or global path planning). In autonomous navigation, path planning 

is a major problem, the problem is more complicated when dealing with unknown or partially known envi-

ronments. 

The following are examples of common approaches used to create a geometric path[6],[7],[8]: 

Heuristic-based methods are known as: 

 Ant Colony Optimization (ACO);  

 Particle Swarm Optimization (PSO); 

 Genetic Algorithm (GA); 

 Neural Network (NN); 

Classical methods are known as:  

 Subgoal Network (SN); 
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 Road Map; 

 Potential Field (PF); 

 Cell Decomposition (CD); 

 

2. RESEARCH GAP 

This study seeks to improve the Hexagon Path Planning algorithm (a visibility graph path plan algorithm that 

can determine the shortest path or indicate whether a valid solution does not exist) utilized in dense obstacle 

environments. This is accomplished by lowering calculation time, allowing for real-time path planning in a 

dense obstacle area. The main contribution of this work is to obtain a significant reduction in computation time 

when compared to the Hexagon algorithm. This is accomplished by imitating the human style of maze solving 

by examining the nodes that are more likely to be part of the solution before other nodes, as opposed to the 

typical method of constructing a visibility map and then solving the Dijkstra algorithm, which needs all nodes' 

distances and visibility statuses checked, which typically includes evaluating unnecessary nodes that are not 

part of the solution. 

3. THE PROPOSED ALGORITHM 

the hexagon visibility graph algorithm [9] introduced a new concept to the visibility graph algorithms which is 

to check the node-to-node visibility as the search needs, so some nodes may not be checked and still give the 

same path as in the case of applying visibility graph algorithms common approach. usually, a visibility graph 

table is created then the data is processed by the Dijkstra algorithm to find the shortest path. Thus, saving a lot 

of computational resources.  

However, search time in the visibility graph algorithm can be calculated using the general formula Calculation 

time T is a function of  (n2 log n), where n is the total number of obstacle vertices [10].  That is why a method 

to limit the searched space (reduce the obstacle number considered in path investigation) is needed. Many re-

searchers used a geometrical shape to filter obstacles, e.g. rectangle shape in Dynamic Visibility Graph DVG 

Visibility Graph-Based path planning [11], Equilateral shape in Equilateral-Space Oriented Visibility Graph 

(ESOVG)  [6].  Ellipse shape in  Elliptical Concave Visibility Graph  ECoVG  [12].while searching most/all 

of the space will result in increased possibilities and hence long calculation time and huge computational load. 

Searching a small part of the space will limit possibilities and hence path does not exist result will be reached 

although there might be one. 

The problem is when path is not found, the algorithm cannot determine if it is because it does not exist or be-

cause the obstacles node considered for path search are not enough. When searching for a new path fails, and 

retrying the search with more obstacles a new visibility graph must be created to adapt for the new obstacles 

and the Dijkstra algorithm needs to be applied again on the new matrix until a path is found or all obstacles 

are considered for search then the path does not exist is obtained. This means the extra effort for the previous 

trials is in vain. Hence, adjusting of the shape parameters subject must be treated with extreme care as it will 

affect performance greatly. 

The main advantage iterative hexagon path planning possesses is that each processing iteration data is kept, 

and new data are added. i.e., the system does not start from ground zero in each iteration. Thus, saving time 

and reducing computational load [6]. Also, the suggested algorithm has a set of improvements to improve 

performance even compared to the hexagon path planning algorithm.  
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The general flow chart of the proposed algorithm can be found in Figure 1 The original Hexagon Path Plan-

ning Algorithm steps in green background shapes, while the suggested algorithm with red background 

shapes.  

 

Figure 1. The proposed algorithm flow chart, the green color refers to the hexagon Path Planning algorithm, the red color refers to 

the new suggested algorithm modification 

 

3.1. Iterative hexagon concept 

The suggested algorithm is a modified version of the hexagon visibility graph [9]. the main change is to make 

it iterative and improve the search process to reduce odds. the suggested hexagon changeable extents guaran-

tee the path will be found see Figure 2.  
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Figure 2 The start hexagon with angle α in continuous blue lines, the second Hexagon in dashed blue line obtained by in-

creasing the angle α with β  

The hexagon nodes are calculated by the method introduced in [9] with initial angle β, then mark the ob-

stacle that are in the search area (the hexagon with the blue solid lines  e.g. obstacle number 1).  This ob-

stacle collection will be considered for path search to solve the maze. The obstacle outside will not be con-

sidered like obstacle 2 and 3. If path was not found, increase the hexagon angle α with β to be (α + β) then 

recalculate hexagon nodes, (the hexagon with the green dashed lines e.g. obstacle number 1 and 2).  Ob-

stacle 3 will not be considered for path search in the first or the second iteration. 

The following is a pseudo-code for path search: 

let hexagon angle α= initial value e.g. 25° 

do-while 

 (path not found = true and obstacle count > searched obstacles number) 

{ 

calculate the vertices of the hexagon using angle α. 

For each obstacle in the obstacle space  

  {if (check inside polygon (obstacle co-ordinates, hexagon vertices) = = true) 

{set obstacle search include=true 

 searched obstacles number +=} 

} 
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} 

If (path was found = = false) 

(Show message path between node (start node coordinates and node (end node coordinates) does not exist) 

end  

 

3.2. Node-To-Node Visibility Check Obstacle Sorting 

Path search depends on node-to-node visibility check. To speed this operation all obstacles are ordered by 

their center distance to the start node. this will increase the possibility to start with the shortest path which 

will reduce calculation time and the number of operations to get the shortest path. Figure 3 shows an exam-

ple, the order of the obstacle is random. If obstacle number 2 was processed before obstacle number 1 then, 

an unnecessarily long path will be obtained. Also, that path may be blocked. Which is a waste of computa-

tional resources.  

 

Figure 3 illustration of the obstacle sort concept, red lines are obstacles, green dashed line is the maze start to maze end node line 

The obstacle sorting algorithm is as follows: 

1. Find the middle node for each obstacle. 

2. Construct the maze start node to the maze end node line. 

3. Find the node on the maze start-end line (constructed in the previous step) that has the shortest dis-

tance, i.e., the obstacle center to that node will be the perpendicular maze start-end line (perpendicu-

lar node). 
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4. If the node is located between the maze start-end nodes, then the obstacle distance is the distance 

between the perpendicular node from the previous step and the obstacle middle node. 

5. Sort the obstacles in ascending order by obstacle distance. 

These steps did boost the performance of the algorithm a little. However, the authors personally be-

lieve that the performance can be boosted further by a more sophisticated algorithm for 

Node-To-Node Visibility Check Obstacle Sorting or a way to check with the near obstacles first before 

going to the far ones to tell that it is blocked stop and return the false value. This will not waste time.  

The following is the pseudo code: 

{ for each obstacle in obstacle list 

{middle node x = (obstacle node1 x + obstacle node2 x)/2 

middle node y = (obstacle node1 y + obstacle node2 y)/2 

loop} 

maze line = new line (maze start node, maze end node) 

} 

It worth mentioning that to guarantee the safety of the robot or vehicle, all obstacles are considered for visibil-

ity check not only those inside the hexagon. 

 

3.3. Rough Shortest Path 

During the search for a solution, the Rough Shortest Path can be used to eliminate unnecessary long paths. 

This is done in a way similar to the shortest solution path distance concept. When a solution is found, a flag is 

raised.  In the shortest solution path distance concept, the path distance up to the path to the last node is 

compared to the shortest solution path distance. If the searched path is longer shortest found solution is re-

jected. 

The Rough Shortest Path concept will add path distance to the distance between the current node and maze 

end as a straight line. distance between the current node and maze end is the shortest theoretical value that 

could make the current path a solution (there will be turns that will increase the distance significantly). If the 

sum of the path length and theoretical length to the maze endnode is greater than the shortest path length 

found, then this path length will be too long. The path will be marked as too long and will not be further pro-

cessed. Figure 4 is an example of the Rough Shortest Path concept. The blue line is the shortest path found so 

far. But there are still other nodes that have not been investigated.  

The path that goes from the maze start node to node number three, the distance to the maze endnode is calcu-

lated (the straight line even if it goes through an obstacle). As seen in the figure the distance between the maze 

starts nodes and node three (green continuous line) plus the distance from node three to the maze endnode 

(green dashed line) is longer than the distance from maze start node to node four and then to the maze end-

node (shortest found so far maze solution path blue continuous line). Based on the currently illustrated con-

cept the path will not be further processed. Although it will provide a valid solution (e.g., maze start to node 
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three to node two then to maze endnode) the solution will be longer. This will be a waste of time and compu-

tational resources keeping in mind that the shortest path is required, and all other paths are not of importance. 

The order by which obstacles are being investigated influences the performance of the Shortest Path Concept. 

If the obstacle with nodes three and one was investigated before the obstacle with nodes two and four then the 

concept will not be applied since the path (maze start to node three to node two to maze end) will be already 

investigated. That is why the obstacle sorting step mentioned earlier in section discussed earlier is very im-

portant. 

 

Figure 4. Rough Shortest Path Concept illustration, the found shortest path (Start node to Node two to Maze End Node)  in 

blue, obstacles as two  red lines, the path being investigated in (start node to node three) green continuous line,  (dashed and 

con) 

In Figure 4 to go from the maze start node denoted with S to maze end node denoted with E there are several 

paths, the shortest path found during search is from S >> 4 >> E with distance = D1+D2. To investigate other 

possible paths, at node3, the distance from maze start node is D3 which is less than least found solution        

distance=D1+D2. there a possibility that a shorter path passing through node 3. before going through with 

possibility investigation, the distance from node 3 (D4) is evaluated.  

Comparing the calculated distance, it is found that   D1+D2< D3+ D4. this means the path going through node 

3 should be neglected and stop further processing. This will save checking node 3 to maze start node with S 

which will return false and will reject the paths S >> 3 >>2 >>E and S>> 3 >> 4 >> E which are longer i.e. useless, 

also time and resources consuming. For large mazes this will reduce possibilities significant because eliminat-

ing a branch in a tree will in turn eliminate all child node and their child and their child child. 

3.4. Estimated Shortest Path Length 
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In some cases, especially when the number of obstacles is relatively small, filtering obstacles may prevent 

finding a maze solution. Also, filtering may result in planning a path that goes through neglected obstacles. In 

that case, the Estimated Shortest Path Length concept is a good solution.  The theory is that the shortest path 

may not be found in the search beginning. The shortest path might be found later.  So, the shortest path con-

cept will not be applied until then. To overcome this an initial shortest path value is estimated and used in the 

check. The value is a ratio of the distance between the maze start node to the maze end node distance. the ratio 

must be greater than one, e.g., 1.2 the distance. If no path was found, then the ratio is increased by a step e.g., 

to 1.4, and all paths that were marked as too long are marked as being searched and processed again until a 

path is found. 

3.5. Obstacle Hexagon Sorting  

The concept of a hexagon sorting is used to prioritize maze obstacles during search, i.e. it is not used to filter or 

reject obstacle nodes from being part of searched path nodes. 

Before going further, the fact that the obstacles in the space exist in two different sets as follows: 

1. Obstacles set that are used to check for node-to-node visibility. Algorithm in section 3.2  is applied to 

this set. 

2. Obstacles set that are used to create nodes that a possible path can go through. The algorithm in sec-

tion3.5 is applied to this set. 

So, from the above classification, an obstacle in the space can be in both sets or the first set only (all obstacles 

are considered in the node-to-node visibility check for safety as mentioned earlier). the algorithm in section 

Error! Reference source not found. and algorithm in section Error! Reference source not found. can be used 

gether because each algorithm sorts different set of obstacles 

It speeds up pathfinding by putting the obstacles that are more likely to This is done by creating multiple hex-

agon shapes with the same diagonal (the line connecting maze start node to maze end node) and increasing 

hexagon height. The obstacle is marked with a hexagon (green, brown and blue) that its middle node lies in. 

The linear distance between the obstacle's middle node and the start node is calculated. Then obstacles are 

sorted by the hexagon number (obstacles in smaller hexagons first then obstacles in bigger hexagons) then by a 

distance smaller to bigger. This will cause the nodes that are more likely to be part of the solution to be on top 

of the obstacle list. An example of the previously mentioned technique can be seen in Figure 5, obstacle 1 is in 

the smallest hexagon as well as obstacle 2, but obstacle 1 is closer to the maze start node so obstacle 1 will be on 

top of the list than obstacle 2. Although obstacle 3 is closer to the maze start node than 2 obstacle 3 is in a big-

ger hexagon (the brown hexagon). at the end of the list comes obstacle 4 as it lies on the biggest (blue hexagon). 
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Figure 5. The Obstacle Hexagon Sorting Concept 

Here is a pseudo code for this 

 

1. Initialize Temp Hexagon Nodes (0) and Temp Hexagon Nodes (3) with Maze Start Node   and Maze End 

Node, respectively. 

2. Calculate Hexagon Middle Node as the mid node between Maze Start Node and Maze End Node. 

3. Calculate Hexagon Middle Near Start Node as the mid node between Maze Start Node and Hexagon Middle 

Node. 

4. Calculate Hexagon Near End Middle Node as the mid node between Hexagon Middle Node and Maze End 

Node. 

5. Iterate over Temp Hexagon Height Ratio from 0.15D to 2D with a step of 0.2D: 

Where D is the linear distance between Maze Start to End nodes. 

    a. Calculate Hexagon Middle Length as Maze Start to End Distance multiplied by Hexagon Height Ratio. 

    b. Extend Hexagon Middle Near Start Node along the Maze Start to End Angle by Hexagon Middle Length 

/ 2 to get Temp Hexagon Nodes (1) and Temp Hexagon Nodes (5). 

    c. Extend Hexagon Near End Middle Node along the Maze Start to End Angle by Hexagon Middle Length / 

2 to get Temp Hexagon Nodes (2) and Temp Hexagon Nodes (4). 

    d. Check each obstacle (indexed by S): 

          If Obstacles(S). Hexagon Number is 0: 

            - Check if Obstacles(S). Obstacle Middle Node is inside the polygon defined by Temp Hexagon 

Nodes. 

            - If true, assign Hexagon Number to Obstacles(S). Hexagon Number. 

    e. Decrement Hexagon Number by 1. 

6. Sort the obstacles (Obstacles) based on Hexagon Number in descending order, and then by Center Distance to 

Start Node in descending order to get Sorted. 

 

3.6. Random maze creator  
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To test any path plan algorithm, there must be different mazes to test with. So, a random maze generator was 

created. Two types of random mazes can be created in this research that can be generated by the created soft-

ware, which are: 

1. The lines maze represents the random size (up to a predefined size) and random orientation lines. 

2. The rectangle maze, represents buildings in a city, stacked goods in a warehouse, etc... 

To generate a random maze, the following data must be provided: 

1. Maze type (lines, rectangles). 

2. Maze size (width, height) 

3. The number of obstacles in the maze. 

4. Maximum obstacle length. 

The following are the steps of creating a random maze: 

1. Choose the maze start node and the maze end node to be at maze diagonal to ensure that the solution 

path should go across as many obstacles as possible 

2. Choose a random node that is within the Maze size (width, height) 

3. In the case of line choose a random orientation and random length that is between 0.2 to maximum ob-

stacle length (to not get a very small obstacle that may be impractical), then the calculate obstacle se-

cond node coordinates. 

4. In the case of a rectangle choose a random width and random height that is between 0.2 and to maxi-

mum obstacle length, then calculate four obstacles' coordinates. 

5. Add the newly generated obstacle(s) to the obstacles list. 

6. Repeat steps 2 to 4 until the required number of obstacles is reached.  

since geometric algorithms are supposed to find the shortest path, this will yield a similar path (nearly the 

same path length and the same number of turns) with different methods. Thus, making Computation time the 

main assessment criterion. Usually, the comparison between two or more methods is done by comparing the 

time needed to solve a certain maze as suggested by [1, 7-9, 13, 14]. Other researchers suggested a standard 

maze to assess the path-planning algorithm [15]. 

The main problem is that one or two mazes may not yield a fair judgment of the performance of a certain algo-

rithm in general particularly from the node of view of time.  

This is believed to be due to the following: 

1. Obstacle distribution. 

2. Obstacle order in the obstacle list given to the algorithm. 

3. Used algorithm priority and search method. 

4. Used computer capabilities.  
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1. To reduce the effect of these factors, it is suggested to create a large number of random mazes with 

varying obstacle number that covers the expected working zone of the path plan algorithm. The crea-

tion of a random maze for algorithm judgment requires making some roles to ensure that the maze will 

fit. for example, if the maze is large compared to obstacle number and size the start and end nodes 

might be visible, eliminating the need for a path planning algorithm. In other cases, a solution might 

not exist. So, the following steps are considered in random maze creation: 

2. Set minimum maze width (say 50 units). 

3. Set maze increase with obstacle number to value relatively smaller than in step 1 (say 4 units). 

4. The maze width is calculated by multiplying the required obstacle number by the maze increase with 

obstacle number in Step 2 

5. The maze length is estimated as the double maze width 

6. A random maze is created using the technique mentioned earlier with the maze height, width, and the 

number of obstacles. 

7. The maze is solved by an algorithm that is guaranteed to find the path or tell that there is not one. 

8. If no solution is found or the maze start and end nodes are visible to each other repeat steps 5 and 6. 

9. The solution time, path length, and path nodes are recorded for later comparison 

10. Steps 3 through 8 are repeated until all mazes with the number of obstacles required are created e.g., 1 

to 200 obstacles mazes. 

The steps for the suggested path plan assessment method are as follows: 

1. Create random mazes varying in obstacle number using the mazes generation roles mentioned earlier. 

2. The created random mazes are solved by the method(s) that need to be assessed and a curve is a plot for 

each criterion. 

3. A curve fitting is applied to remove noise (relatively high or lower criteria than the expected trend) 

4. Draw a comparison plot for methods being evaluated (solution time, path length, and the number of 

turns). 

5. If a rough number is needed sum up the result for each algorithm and each criterion over the different 

mazes. 

6. Compare methods based on the percentage, not the absolute number or the curve behavior. 

 

3.7. Calculated Data Storage 

The maze solving needs continuous calculation of many parameters e.g., node to node visibility or node 

to node distance. In many cases, the same calculation may be needed more than one time. This is the case 

when a path is under search and visits a node then another path visits the same node again. Instead of 

recalculating and wasting valuable time, a matrix that stores the data is checked first, if there is a stored 
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value then the stored value will be returned, otherwise, the value is calculated and stored in case this 

value is needed again. 

4. THE DEVELOPED SOFTWARE PACKAGE 

Software is needed to apply the currently presented algorithm.  The software was created using Visual 

Basic.Net 2019 software Integrated Development Environment IDE. The software is divided into two 

parts: 

1. Graphical user interface GUI (graphically represents the data, handles file loading and saving, gets 

user settings from displayed controls, creates graphs) 

2. Calculation class (pathfinding) 

The calculation class is completely independent of the Graphical user interface GUI. The purpose of cre-

ating a stand-alone class is to possess the ability to deploy the algorithm at different platforms (P.C., mi-

crocontroller, server...) with no/minor recoding. This will save the recording time as well as testing and 

debugging time. also, it will simplify creating updates. i.e., this will transform a desktop application for 

research to a microcontroller or server application real-world application as simple as possible. The De-

veloped software GUI is in Figure 6. 

 

Figure 6. Developed software GUI. 

 

To plot the maze and the results, an open-source project called  Map Window Geographic Information 

System GIS ActiveX [16] was chosen. It is a free tool that is used by many researchers around the world 

e.g. [17],[18]. 

 

5. RESULTS 
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for a fair comparison, the suggested algorithm and the traditional way of creating a visibility map then 

solve the Dijkstra algorithm using the same functions (e.g., the algorithm mentioned earlier in section The 

node-to-node windowed visibility check). This is because the Dijkstra algorithm takes on average half of 

the time needed to solve the maze and the other half to create node-to-node visibility check. It is worth 

mentioning that the case of obstacle lines intersecting does not affect the proposed algorithm, i.e., obsta-

cles in the form of intersecting polygons are permitted. 

The implementation of the proposed algorithm on a sample of random mazes created by the algorithm 

mentioned earlier in Error! Reference source not found. . 250 random mazes were generated starting 

rom one rectangular-shaped obstacle maze (4 different lines with 8 different nodes) to 250 rectangular ob-

stacle maze (1000 different lines with 2000 different nodes). The results were obtained by running an ex-

ecutable of the code file, not the code through the Visual Studio (to exclude the Visual Studio developing 

environment load effect on the time) on a clean machine while turning off all other applications. The used 

machine was a core i5 with 12 Gigabyte RAM 

5.1. Sample of Maze solving Results 

A sample of the 250 mazes generated with 50 rectangular-shaped obstacles as in 250 rectangular-shaped 

obstacles as in Figure 7  are as follows: 

 

Figure 7. a maze with 250 rectangular-shaped obstacles in yellow solved by the suggested algorithm (solution in blue line).  

5.2. Maze solving Results Comparison 

Applying the proposed algorithm in section Error! Reference source not found. to the process of solving 

he 250 mazes created earlier yielded the following graph  Figure 8, where the horizontal axis is the num-

ber of obstacles in the maze and the vertical axis is the time needed to solve in milliseconds. 
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Figure 8 Application of Multi-Maze Solve Curve to 250 different mazes results from time comparison. Orange line is Dijkstra Re-

sults, the grey line is Suggested Result, and the blue line is Suggested with hexagon iterative filter results. 

 

 

Figure 9. Application of Multi-Maze Solve Curve to 250 different mazes result length comparison. The orange line is Dijkstra Re-

sults, Grey line Suggested Result, blue line is Suggested with hexagon iterative filter results. 

It is seen that the proposed method is always faster than the Dijkstra algorithm. But with a varying reduc-

tion ratio. This is due to the varying nature of the mazes created which assure the randomness of mazes 

structure.  

The following table, Table 1 summarizes the (Creating a visibility map then solve by Dijkstra, old Hexa-

gon, Hexagon new iterative, Hexagon new filtered without iteration, Hexagon new) maze solve time 
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summation Comparison summary data in the previous graph. The first column (Time in seconds) is the 

summation of all 250 mazes in Figure 8 Application of Multi-Maze Solve Curve to 250 different mazes results from time 

comparison. Orange line is Dijkstra Results, the grey line is Suggested Result, and the blue line is Suggested with hexagon itera-

tive filter results.Figure 8 solving time. the second column is the ratio of the method time in previous column 

to creating a visibility map then solve by Dijkstra. 

Summation was chosen as an index of the performance to reflect the whole spectrum not selecting some 

of them, however, taking the average will give the same percentage because they are all result of solving 

the same number of mazes which in this case 250 mazes. 

 

Table 1  solve  time summation Comparison summary 

Method name 
Total of 250 maze 

solve Time in seconds 

Ratio% to creating a visibility 

map then solve by Dijkstra 

Create Visibility Map Then Dijkstra 820.039 100% 

Old Hexagon Visibility Graph 864.309 105.39% 
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 Hexagon New only (no iteration, no filter) 446.412 54.44% 

Hexagon New Filtered Without Iteration 278.790 33.99% 

Hexagon New Iterative 34.041 4.15% 

 

5.3. COMMENTS ON THE RESULTS 

the shortest path found by the three methods considered returned the same nodes and hence length. however, 

in one or two cases there was a slight difference for the filer application. By investigating the results. It was 

found that two obstacle nodes are very close, one of them was removed by filtering. This means the reason is 

the filtering action, not the algorithm itself.   the path length increase ratio was less than 1% of the total length 

which can be neglected due to two reasons: 

1. huge calculation time reduction compared to minimal path change if exists 

2. the small increase ratio  

the hexagon and hexagon iterative methods' time is much varying compared to the traditional way of creating a 

visibility map and then solving the Dijkstra algorithm. this can be explained by the nature of the traditional 

method where a visibility graph is prepared for all nodes, which in the case of 2000 obstacles will require 

4,000,000 million checks. node-to-node visibility check must check the path node against the 2,000-obstacle 

meaning 8,000,000,000 intersection check. That is why it takes a long time even with a modern computer. While 

the suggested algorithm reduces this enormous calculation by checking node-to-node visibility as needed, so in 

most cases it reaches the desired path from early trials with much less time than the traditional method, while in 

the other minor cases, it has to check almost all paths which will consume time close but never exceeds the tra-

ditional way. Overall, there is a huge time savings. 

The need for showing the spectrum was motivated by the above fact, because showing 5 10 or even 50 selected 

mazes may not reflect the real performance 

 

6. CONCLUSION 

 The proposed algorithm reduced Path planning computational time significantly compared to the 

traditional way of creating a visibility map then solve the Dijkstra algorithm Dijkstra and the hex-
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agon algorithm without applying a filter and the reduction is increased when filtering obstacles 

with hexagon. The reduction ratio is variable this is believed to be due to the random distribution 

of the maze obstacles and size. 

 Hexagon is suitable for both small and large obstacles maze.  

 obstacles sorting and prioritizing significantly reduced the calculation time.  

 Creating a matrix to store node-to-node distances or node-to-node visibility reduces the computa-

tion time significantly. 

 One or two mazes are not enough to assess the performance of the path-planning algorithm, in-

creasing the number of mazes will yield a better understanding. 

 Repeating the test could help reduce the odds of criteria results in randomly created mazes for 

better algorithm judgment. 

 Calculated Data Storage (saving the result of an operation so that recalculation is not needed) re-

duces calculation time significantly in the algorithms that perform calculations as needed. 

 The suggested algorithm creates a set of valid different solutions, not one solution as in the case of 

the Dijkstra algorithm.  The created set of solutions can be valuable when other factors rather 

than path length (e.g., path safety) are of concern because no further processing is needed to ob-

tain them. 

 The suggested algorithm achieved a significant time and computational load reduction at all in-

vestigated mazes. However, it was intended for use in solving dense obstacle mazes.  

 Obstacle filtration can significantly reduce time and computational load. Also, it enables solving a 

maze more complicated than the abilities of the processing unit. However, the filtration parameter 

(e.g., in the method presented in this work hexagon height, hexagon increase ratio should be cho-

sen with care to achieve the best performance. 

 When using obstacle filtration, it is advised to check the validity of the path with all obstacles not 

only the filtered ones, as this may lead to a path that will collide with the walls of the maze being 

searched. However, checking the validity of the path with all obstacles will significantly increase 

the solution time. To overcome this dilemma, it is suggested to create two filters, one for path 

searching and a bigger one for path validity check. 
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