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#### Abstract

The technological scene is developing towards employing tiny-sized devices. For a variety of functions that encompass sensing, identification, and decision-making. These devices are restricted in their resources to be secure. The National Institute of Standards and Technology (NIST) has published the Ascon, a standard lightweight cryptography (LWC) algorithm for data gathered by restricted devices in 2023. The fundamental function of Ascon is the permutation function. The main core of the permutation function is the substitution box (S-box). This paper proposes an S-box based on chaotic systems using coupled map lattices (CML), which agrees with LWC algorithms due to its low complexity. The proposed S-box suggests high performance and security for restricted devices. The security robustness is tested using various cryptographic criteria, such as nonlinearity, strict avalanche criteria, and differential approximation probabilities. The proposed S-box approaches significant resistance to both linear and differential cryptanalysis. So, it could be replacing the substitution and linear diffusion layers of Ascon permutation to improve the nonlinearity and randomness.
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## 1. Introduction

The Internet of Things (IoT) depends on a wide selection of technologies to integrate digital and physical areas, as physical objects are combined with sensors and actuators in one integrated system [1]. The IoT network is structured to be made up of three layers: the perception layer, which is responsible for sensing and acquiring data from surroundings; the transmission layer, which is responsible for distributing sensitive information onto safe storage on cloud platforms; and the application layer, which enables decision-making [2]. The constrained IoT devices present a big challenge to security as they have tiny dimensions with limited computing power and limited memory size to process and store the data, which is not appropriate with the existing security schemes [3, 4]. Traditional security algorithms are constructed by using complex cryptographic functions, which demand a lot of resources. So, it is not suitable for IoT devices with constrained resources [5]. Thus, the LWC appeared to satisfy the constrained IoT hardware requirements with high performance and appropriate security. The LWC includes a lot of variant primitives, such as message authentication codes, encryption, and hashing functions. Since it is easy for an adversary to modify the encrypted data without being observed, such primitives cannot be employed in secure communication [6]. The use of authenticated encryption with additional data (AEAD) techniques may overcome this issue. While the additional data is not encrypted but just authenticated, which can be any auxiliary data to the main data, the AEAD method ensures the data's authenticity and integrity, in addition to confidentiality [7]. The NIST and Bernstein launched the competition for authenticated encryption: security, applicability, and robustness (CAESAR) initiative in 2013. In 2018, the CAESAR portfolio ended, with Ascon being the best choice [8]. The NIST issued a request to standardize lightweight AEAD in the same year. Finally, NIST announced Ascon as the LWC standard to secure data moving
through resource-constrained devices in 2023 [9]. Ascon was advanced in 2014 by a group of investigators. The concept behind it relies on sponge structure in conjunction with monkey duplex [10]. The construction makes it simple to take advantage of Ascon in various configurations, and its permutation performs a round transformation continuously 12 times. Integrating round constants, nonlinear substitutes applying Sboxes, and a linear diffusion layer results in a round transformation [11]. In literature, substitution and permutation are primitive cryptographic operations introduced by Claude Shannon in 1949 [12]. The core of any substitution permutation network (SPN) is the substitution process. It is achieved through the S-box. For LWC algorithms, Prathiba proposed a 4-bit S-box with high perfor-mance, but the security is powerless compared to high-end bit S-boxes such as 8-bit S-boxes [13]. Chaos theory and the mathematics following it are used to develop techniques for cryptography. Research has proposed many S-boxes depending on chaos systems. Matthews launched the initial attempt to integrate chaos theory into cryptography in 1989 [14]. For constructing Sboxes, chaotic maps are employed to develop S-boxes that have the advantage of simple mathematical calculation with rapid processing time, but they have a low nonlinearity (NL) [15-22]. Yuanyuan recommended a two dimensional exponential quadratic chaotic map with ergodicity and improved unpredictability within a broad control parameter range [23]. Sine maps can create random integer sequences with good NL values [24-29]. Thakor's proposed S-box design employs chaotic theory by enhancing the sine map to provide random behavior for the S-box [30]. CML, as a sort of spatiotemporal chaos system (SCS), has received attention from researchers in recent years. The CML illustrates a dynamic development in both time and space. It illustrates more complicated nonlinear events than one dimensional chaos systems while having less numerical difficulty than high-dimensional chaos systems [31-38].

This research is driven by the fact that Ascon is the standard algorithm for securing data transfer between sensors, embedded systems, and IoT networks, which outperformed all competitors in the CAESAR and NIST competitions. So, this paper's aimed at improving randomness and the NL of the Ascon S-box, then reducing the code size and the processing time of Ascon. Applying an S-box depending on the CML system to supplant the substitution and diffusion layers in Ascon. This paper is to construct a chaos based S-box that is efficient and suitable for use in the LWC. The proposed S-box consists of 5-bit input and output depending on the modified sine map using the CML to have a chaotic system. The rest of the research is organized in the following manner: Section 2 provides a detailed review of the Ascon algorithm, the chaotic system, and the Spatiotemporal chaos system. Section 3 shows the suggested S-box construction method, followed by the flowchart and the generator function code in Python. Section 4 describes the S-box security criteria. Section 5 demonstrates the performance analysis of the S-box and then finalizes the conclusion of the research in the last section.

## 2. Preliminary

### 2.1 Ascon

Christoph, Maria, Florian, and Martin presented Ascon [39], which is based on duplex sponge construction but uses a stronger initialization and finalization keyed function for AEAD in both versions (Ascon-128 and Ascon-128a) [40], and on sponge construction with both versions (Ascon-Hash and Ascon-Xof) for the hashing algorithms [41]. Ascon has been built for strong security. Ascon-128 affords 128-bit security level, limiting the number of handled P and A blocks to $2^{64}$ blocks/key [42]. Resilience against forgery attacks may be achieved with complexity $2^{c} / 2$. Key recovery attacks, which may be found with a complexity lower than $\min \left(2^{l}, 2^{c} / 2\right)$ equals $2^{128}$ [43]. AEAD Ascon is composed of four steps: initialization of state (S), processing of additional data
(A), processing of plaintext $(\mathrm{P})$ or ciphertext $(\mathrm{C})$, and finalization steps for encryption and decryption algorithms.

Ascon-128 parameters are the secret key (K), whose key length (l) is 128-bit, the block size of data is 64-bit, and the numbers of rounds are $a$ and $b$ as 12 and 6 , respectively. The initialization and finalization permutations ( $p^{a}$ ) and the intermediate permutation ( $p^{b}$ ). Ascon-128 operates on a 128 -bit state that is updated using the permutations $\mathrm{p}^{\mathrm{a}}$ and $\mathrm{p}^{\mathrm{b}}$ which are the initial components. The permutations use an iterative round change based on a SPN that consists of a constant addition layer, a substitution layer, and a diffusion layer. The 320-bit of $S$ is concatenated $(\|)$ from two parts as exterior part $\left(S_{r}\right)$ of r-bit and interior part $\left(S_{c}\right)$ of $c-b i t$ as $S=S_{r} \| S_{c}$, where the rate ( r ) and capacity ( c ), at $\mathrm{c}=320-\mathrm{r}$, and then S subdivided into five register words of 64-bit as $w_{0}, \ldots, w_{4}$. In the step of constant addition, a round constant is added to the register word $w_{2}$ of $S$ in each round. The 5-bit S-box is used 64 times simultaneously at 320-bits by the substitution layer to update S . The diffusion layer diffuses each $w_{0}, \ldots, w_{4}$. The inputs for the AEAD are K and a nonce $(\mathrm{N})$ with 128-bit length, P , and A of arbitrary length. Ascon output that consists of the $C$ equal in length with $P$ along with an authentication tag (T) of size 128-bit that authenticates both the A and the C (see Figure. 1-a), the encryption process ( $\mathrm{E}_{\mathrm{k}, \mathrm{r}, \mathrm{a}, \mathrm{b}}$ ) of Ascon [39]. The verified decryption inputs $\mathrm{K}, \mathrm{N}, \mathrm{A}, \mathrm{C}$, and T produce an output. The output will be P if the verification of T is effective, or an error ( $\perp$ ) if the verification of $T$ fails (see Figure. 1-b), the decryption process $\left(\mathrm{D}_{\mathrm{k}, \mathrm{r}, \mathrm{a}, \mathrm{b}}\right)$ of Ascon [39].


Figure 1. Ascon-128 encryption and decryption process.
The Initialization. Constructing the initialization vector (IV) then concatenated with S, IV $\leftarrow 1\|\mathrm{r}\| \mathrm{a}\|\mathrm{b}\| 0^{160-1}$, $I V=80400 c 0600000000$, where every digit denotes a hexadecimal of 4 -bit so IV consist of 64 -bit as $(4 \times 16)$ bit. $S \leftarrow I V\|K\| N$ of 320 -bit as $(64+128+128)$ bit, the length of $K$ and $N$ are 128-bit. The output of initialization step $\mathrm{S} \leftarrow \mathrm{p}^{\mathrm{a}}(\mathrm{S}) \oplus\left(0^{320-1} \| \mathrm{K}\right)[39]$.
Processing on $\boldsymbol{A}$. It attaches a single 1 and the smallest number of 0 s to $A$ to acquire a multiple of $r$-bits and split A into g-blocks ( $g$ is the numeral of blocks of $A$ ) of r-bits $A_{1}\|\ldots\| A_{g}=A\|1\| 0^{r-1-(|A| \bmod r)}$, where $|A|$ is the
length of the bitstring $A$ in bits. If $A$ is undefined $(\varnothing)$ at $|A|=0$, so no buffering is applied and $g=0$. For each block $A_{I}$ at $(1 \leq \mathrm{i} \leq \mathrm{g})$, the $\left.\mathrm{S} \leftarrow \mathrm{p}^{\mathrm{b}}\left(\left(\mathrm{S}_{\mathrm{r}}\right) \oplus \mathrm{A}_{\mathrm{i}}\right) \| \mathrm{S}_{\mathrm{c}}\right)$, the $\mathrm{S} \leftarrow \mathrm{S} \oplus\left(0^{319} \| 1\right)$ [39].
Processing on $\boldsymbol{P}$ or $\boldsymbol{C}$. It attaches a single 1 and the smallest number of 0 s to P to acquire a multiple of r -bits and split P into h-blocks ( h is the numeral of blocks to P ) of r -bits $\mathrm{P}_{1}\|\ldots\| \mathrm{P}_{\mathrm{t}}=\mathrm{P}\|1\| 0^{\mathrm{r}-1-(|\mathrm{P}| \bmod \mathrm{r})},|\mathrm{P}|$ is the length of the bitstring $P$ in bits. During each encryption iteration $C_{i} \leftarrow S_{r} \oplus P_{I}$ to extract of one $C_{I}$ respectively for all block excepting the last $C_{h} . S \leftarrow p^{b}\left(C_{i} \| S_{c}\right)$, where $(1 \leq i<h)$. $S \leftarrow C_{i} \| S_{c}$. The last $C_{h}$ block is $\left\lfloor C_{h}\right]_{|P| \text { mod } r}$ (truncated to the first r-bits) to the unpadded last $P_{h}$ block. During each decryption Iteration $P_{i} \leftarrow S_{r} \oplus C_{I}$ to calculated $P_{I}$ the respectively for all block excepting the last $P_{h} . S \leftarrow p^{b}\left(C_{i} \| S_{c}\right)$. The last $P_{h}$ block is $\left\lfloor S_{h}\right\rfloor_{1} \oplus C_{h}$, where $0 \leq 1 \leq r-1$ of the unpadded last $\mathrm{C}_{\mathrm{h}}$ block. The $\mathrm{S} \leftarrow\left(\mathrm{S}_{\mathrm{r}} \oplus\left(\mathrm{P}_{\mathrm{h}}\|1\| \mathrm{o}^{\mathrm{r}-1-\mathrm{l}}\right)\right) \| \mathrm{S}_{\mathrm{c}}$ [39].
The Finalization. $\mathrm{S} \leftarrow \mathrm{p}^{\mathrm{a}}\left(\mathrm{S} \oplus\left(0^{\mathrm{r}}\|\mathrm{K}\| \mathrm{O}^{-1}\right)\right.$ ). T (consist of the last 128 -bit of S ) as $\mathrm{T} \leftarrow\lceil\mathrm{S}\rceil^{128} \oplus\lceil\mathrm{~K}\rceil^{128}$ (truncated to the last 128-bits) [39].

### 2.2 Chaotic Systems

One (1D) and two (2D) dimensional maps are the dual main groups into which chaotic systems are applied for cryptography applications and produce promising results. Chaos has been applied to developing S-boxes with low-dimensional systems. Chaotic behaviors appear from nonlinear dynamical formulas called logistic and sine maps, as defined in eq. (1) and eq. (2), respectively [14].

$$
\begin{align*}
& x_{n+1}=\mu \cdot x_{n}\left(1-x_{n}\right)  \tag{1}\\
& x_{n+1}=\alpha \cdot \sin \left(\pi x_{n}\right) \tag{2}
\end{align*}
$$

If $x_{n}$ is a variable that represents the ratio of the existing population to the highest population and $\mu$ is the control behavior of the logistic map, $(0 \leq \mu \leq 4)$, although $\alpha$ is the control behavior of the sine map, $(0 \leq \alpha \leq 1)$ [23, 27]. A bifurcation diagram shows how a system's behavior varies when its parameters change. It is used to illustrate how a system changes from an arranged to a chaotic pattern. The Lyapunov exponent diagram illustrates a system's sensitivity to slight initial conditions. The positive value of the Lyapunov exponent reflects a chaotic pattern, while a negative value denotes a periodic pattern. Diagrams of bifurcation and Lyapunov exponent were studied for logistic map and sine map (see Figure. 2). Both maps' diagrams contain a long cutoff period followed by a short chaotic phase if $(3.57 \leq \mu \leq 4)$, (see Figure. 2-a and 2-d), and if ( $0.87 \leq \alpha \leq 1$ ), (see Figure. 2-b and 2-e). Cryptographers regularly use multi-dimensional chaotic systems for high-resource devices due to their computational complexity, while logistic and sine maps are more suitable for constrained resource devices with low computational and difficulty processes [20]. Thakor proposed an enhanced sine map, which is defined in eq. (3) [30], by extending the control behavior coefficient $\alpha$ to be 4 instants of 1 to extend the chaotic behavior interval as $(1.5 \leq \mu \leq 3.29) \cup(3.5 \leq \mu \leq 4)$ and decrease the cutoff interval (see Figure. 2-c and 2-f).

$$
\begin{equation*}
x_{n+1}=\sin \left(\pi \cdot \mu \cdot x_{n}\left(1-x_{n}\right)\right) \tag{3}
\end{equation*}
$$



Figure 2. Bifurcation and Lyapunov exponent diagrams for logistic, sine, and enhanced sine maps

### 2.3 Spatiotemporal Chaos System (SCS)

A typical SCS is CML, which can be utilized in cryptography. It has been shown to have high security and high efficiency. CML outperforms low- and high-dimensional chaotic schemes because they obtain a wider scale of parameters, which improves the security of the cipher and makes CML systems more suitable for cryptography. The general form of CML is defined in eq. (4) as a 2D system in space (lattice) and time, so the CML can be represented as 1D system by defining the $t=0$. So, the 1 DCML system is defined in eq. (5).

$$
\begin{align*}
& x_{L}^{t+1}=(1-\varepsilon) f\left[x_{L}^{t}\right]+\frac{\varepsilon}{2}\left(f\left[x_{L-1}^{t}\right]+f\left[x_{L+1}^{t}\right]\right)  \tag{4}\\
& x_{L}^{1}=(1-\varepsilon) f\left[x_{L}^{0}\right]+\frac{\varepsilon}{2}\left(f\left[x_{L-1}^{0}\right]+f\left[x_{L+1}^{0}\right]\right) \tag{5}
\end{align*}
$$

, where $x_{L}^{t}$ is the state of the $L$-th element of the lattice at time $t, \varepsilon$ is the coupling variable $0 \leq \varepsilon \leq 1$, and $f$ is a local map function. The local map can be a logistic or sine map. Diagrams of bifurcation and Lyapunov exponent for the logistic CML (see Fig. 3-a and 3-d), which has a small chaos period of $3.57 \leq \mu \leq 4$. The sine CML (see Figure. 3-b and 3-e) has a more chaotic phase of $0.85 \leq \alpha \leq 4$ but still has a cutoff period. But the enhanced sine CML (see Figure. 3-c and 3-f) has more cutoff periods.


Figure 3. Diagrams of bifurcation and Lyapunov exponent for CML system with logistic, sine, and enhanced sine maps

## 3. Construction the Proposed Substitution Box

This section provides an overview of the design criteria of the proposed S-box for use with Ascon in place of the substitution and linear diffusion layers. The S-box transforms the input values to unique output values of 5-bit, $\mathbb{F}_{2}^{5} \rightarrow \mathbb{F}_{2}^{5}: X \rightarrow S(X)$, where the 5-bit input digits create $2^{5}$ possible input values. The $S(X)$ values change based on the chaos generator, which is based on the 1D CML system defined in eq. (6), which consists of set lattices. The local map $(f)$ for the CML is defined as a modified sine map, which depends on the advantages of the enhanced sine map [30], which are expressed in eq. (3) and multiplied by the number of lattices (L) as shown in eq. (7). The change improves the chaos performance of the CML, which has a broad control parame-
ter without cutoff. Diagrams of bifurcation and Lyapunov exponent demonstrate the improvement in chaos performance along with all control behavior parameters ( $0.01 \leq \mu \leq 4$ ) (see Figure. 4-a and 4-b). The enhancement CML system is utilized to produce the proposed S-box named Modified CML (MCML S-box).


Figure 4. Diagrams of bifurcation and Lyapunov exponent for modified sine CML

$$
\begin{gather*}
x^{1}(i)=(1-\varepsilon) f\left[x^{0}(i)\right]+\frac{\varepsilon}{2}\left(f\left[x^{0}(i-1)\right]+f\left[x^{0}(i+1)\right]\right), \quad 0 \leq i<L  \tag{6}\\
f\left(x_{i}\right)=L \cdot \sin \left(\pi \cdot \mu \cdot x_{i}\left(1-x_{i}\right)\right), \quad 0 \leq x \leq 1 \tag{7}
\end{gather*}
$$

The flowchart of the construction of the MCML S-box (see Figure. 5) demonstrates the steps as follows:

1. Set the value of $x_{0}=0.5, \mu=3.19$ and $\varepsilon=0.3$, where $0 \leq x_{i} \leq 1,0 \leq \mu \leq 4$ and $0 \leq \varepsilon \leq 1$.
2. Compute the $f\left(x^{0}{ }_{i}\right)$ sequence using the modified sine map as in eq. (7).
3. Compute the $x^{1}(i)$ sequence using MCML as in eq. (6).
4. Repeat step 3: if $L=32$, where $0 \leq i<L$. So, repeat it $L$ times to generate a chaotic sequence.
5. Construct the 5-bit MCML S-box with the chaos output of the MCML.


Figure 5. Flowchart of MCML S-box construction
From running the Python function named Generate_S_box (), it generates a 5-bit MCML S-box as illustrated in Table 1, the 5-bit input value $X$ as a decimal number, and chaos it to have an output of a nonreported value as S(X).
Table 1. The MCML S-box with values of $x_{0}=0.5, \mu=3.19$ and $\varepsilon=0.3$

| $\mathbf{X}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{S}(\mathbf{X})$ | 31 | 22 | 16 | 6 | 20 | 29 | 19 | 1 | 23 | 17 | 26 | 21 | 7 | 30 | 5 | 0 |
| $\mathbf{X}$ | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
| $\mathbf{S}(\mathbf{X})$ | 10 | 15 | 27 | 4 | 25 | 12 | 28 | 8 | 13 | 14 | 3 | 18 | 9 | 11 | 24 | 2 |

## 4. Security Criteria

This section explains the security strength of the 5-bit MCML S-box [44]. The MCML S-box shown in Table 1 is used while judging the listed security criteria.

### 4.1 Bijective Characteristic

A function is bijective if it is both injective and surjective, meaning each input value changes to a unique output and every output has a corresponding input value. For an output vector $Y=y_{1}, \ldots, y_{n}$, the Hamming weight $\mathrm{H}_{\mathrm{wt}}($.$) is defined as follows [45]:$

$$
\begin{equation*}
H_{w t}(Y)=\sum_{\Gamma=1}^{2^{n}}\left(y_{1}^{\Gamma} \oplus y_{2}^{\Gamma} \ldots \oplus y_{n}^{\Gamma}\right)=2^{n-1} \tag{8}
\end{equation*}
$$

where $y_{j} \in\{0,1\}$ and for 5-bit MCML S-box $\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right) \neq(0,0,0,0,0)$. The $H_{w t}(Y)$ for all values of $S(X)$ is illustrated in Table 2. The summation of $\mathrm{H}_{\mathrm{wt}}(\mathrm{Y})$ is equal to $16=2^{\mathrm{n}-1}$, which means the MCML S-box has a balancing in the numbers of $0^{s}$ and $1^{s}$, and includes all different values from 0 to 31 . Therefore, the MCML S-box achieves the bijective characteristic.

### 4.2 Nonlinearity (NL)

The S-box with low NL scores is regarded as cryptographically vulnerable and may jeopardize the cryptosystem. The NL may be quantified using the Hamming distance. It is the distance between any related in-put-output pairs $\left(x_{i}, y_{j}\right)$ [45].
Table 2. Hamming weight $H_{w t}$ and distance $\left(H_{d}\right)$ for the MCML S-box

| $\Gamma$ | $X$ | $S(X)=Y$ | $H_{w t}$ | $\boldsymbol{H}_{\boldsymbol{d}}$ | $\Gamma$ | $X$ | $S(X)=Y$ | $H_{w t}$ | $H_{\text {d }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(x_{1}, \ldots, x_{5}\right)$ | $\left(y_{1}, \ldots, y_{5}\right)$ |  |  |  | $\left(x_{1}, \ldots, x_{5}\right)$ | $\left(y_{1}, \ldots, y_{5}\right)$ |  |  |
| 1 | (00000) | (11111) | 1 | 5 | 17 | (10000) | (01010) | 0 | 3 |
| 2 | (00001) | (10110) | 1 | 4 | 18 | (10001) | (01111) | 0 | 4 |
| 3 | (00010) | (10000) | 1 | 2 | 19 | (10010) | (11011) | 0 | 2 |
| 4 | (00011) | (00110) | 0 | 2 | 20 | (10011) | (00100) | 1 | 4 |
| 5 | (00100) | (10100) | 0 | 1 | 21 | (10100) | (11001) | 1 | 3 |
| 6 | (00101) | (11101) | 0 | 2 | 22 | (10101) | (01100) | 0 | 3 |
| 7 | (00110) | (10011) | 1 | 3 | 23 | (10110) | (11100) | 1 | 2 |
| 8 | (00111) | (00001) | 1 | 2 | 24 | (10111) | (01000) | 1 | 5 |
| 9 | (01000) | (10111) | 0 | 5 | 25 | (11000) | (01101) | 1 | 3 |
| 10 | (01001) | (10001) | 0 | 2 | 26 | (11001) | (01110) | 1 | 4 |
| 11 | (01010) | (11010) | 1 | 1 | 27 | (11010) | (00011) | 0 | 3 |
| 12 | (01011) | (10101) | 1 | 4 | 28 | (11011) | (10010) | 0 | 2 |
| 13 | (01100) | (00111) | 1 | 3 | 29 | (11100) | (01001) | 0 | 3 |
| 14 | (01101) | (11110) | 0 | 3 | 30 | (11101) | (01011) | 1 | 3 |
| 15 | (01110) | (00101) | 0 | 3 | 31 | (11110) | (11000) | 0 | 2 |
| 16 | (01111) | (00000) | 0 | 4 | 32 | (11111) | (00010) | 1 | 4 |

$$
\begin{equation*}
N L=H_{d}\left(x_{i}, y_{j}\right)=\frac{1}{2^{n}} \sum_{\Gamma=1}^{2^{n}} \sum_{i=j=1}^{n}\left(x_{i}^{\Gamma} \oplus y_{j}^{\Gamma}\right) \tag{9}
\end{equation*}
$$

As illustrated in Table 2, the minimum value of $H_{d}$ for the 5-bit MCML S-box is 1, while the maximum is 5 . Consequently, the average $H_{d}$ is 3 for the MCML S-box.

### 4.3 Strict Avalanche Criteria (SAC)

SAC works on two concepts: completeness $(\Omega)$ and the avalanche effect $(\Psi)$. The $\Omega$ states that each of its output bits depends on each of its input bits. The $\Psi$ states that any insignificant change in input bits produces significant variations in output bits. The $\Omega$ and $\Psi$ are defined in eq. (10) and eq. (11), respectively [46]. The input vector $\quad X=\left(x_{1}, \ldots, x_{n}\right), x_{i} \in\{0,1\}$, there is a corresponding output vector $S(X)=Y$. Altering i-th bit in $X$ results to $Y_{j}$ such that $Y_{j}=S\left(X_{i}\right)$, where $i=1, \ldots, \mathrm{n}$ and $\mathrm{j}=1, \ldots, \mathrm{~m}$.

$$
\begin{gather*}
\left.\Omega=1-\frac{1}{n \times m} \sum(i, j) \right\rvert\, e_{i, j}=0  \tag{10}\\
\left.\Psi=1-\frac{1}{\# \Gamma \times n \times m} \sum_{i=1}^{n} \sum_{j=1}^{m} \right\rvert\, e_{i, j}-\frac{1}{2} \# \Gamma, \quad \mathrm{e}_{\mathrm{I}, \mathrm{j}}=\left\{\mathrm{X} \in \mathbb{F}_{2}^{\mathrm{n}} \mid(\mathrm{Y})_{i} \neq\left(\mathrm{Y}_{\mathrm{j}}\right)_{i}\right\} \tag{11}
\end{gather*}
$$

where, $\# \Gamma$ is the number of inputs. The $\Omega$ and $\Psi$ value close to 1 indicates that S-box has strong NL and good diffusion. The MCML S-box $\Omega$ and $\Psi$ values are 1 and 0.82 respectively. SAC applies when a variation in one input bit leads to a variation in at least $50 \%$ of the output bits. The avalanche vector $V_{i, j}=Y \oplus Y_{j}$ is obtained [47]. Repeating for all i-th of vector $X$, the $(5 \times 5)$ matrix $V_{i, j}^{\Gamma}$ is obtained. Then, the process is repeated $2^{n}$ times for all input vectors $X$. Then the SAC matrix is calculated according to eq. (12). Table 3 demonstrates that the SAC matrix with the average SAC value of the MCML S-box is 0.5 .

$$
\begin{equation*}
S A C=\frac{1}{2^{n}} \sum_{\Gamma=1}^{2^{n}} V_{i, j}^{\Gamma}, \quad \text { At } i=j \tag{12}
\end{equation*}
$$

Table 3. The SAC analysis of the MCML S-box

| 0.625 | 0.500 | 0.750 | 0.500 | 0.750 |
| :--- | :--- | :--- | :--- | :--- |
| 0.500 | 0.375 | 0.625 | 0.625 | 0.500 |
| 0.500 | 0.625 | 0.500 | 0.375 | 0.500 |
| 0.375 | 0.500 | 0.375 | 0.250 | 0.625 |
| 0.500 | 0.375 | 0.375 | 0.375 | 0.500 |

### 4.4 Bit Independence Criterion (BIC)

BIC applies when a variation in $i$-th bit leads to an individual variation in every output bit of j and q , where $\mathrm{i}, \mathrm{j}$, $\mathrm{q} \in(1, \ldots, \mathrm{~m})$ and $\mathrm{j} \neq \mathrm{q}$. Accordingly, the two output bits of an S-box, $y_{j}$ and $y_{q}$, if $y_{j} \oplus y_{q}$ shows high NL and fulfill the SAC, then the S-box has a proper BIC. BIC-SAC calculated by stating the vectors $Y_{1}, \ldots, Y_{5}$ for each vector X . An avalanche vector $V_{i, j, q}=N_{i, j} \oplus M_{i, j}$ is obtained, where $N_{i, j}=y_{i} \oplus y_{j}$ of Y and $M_{i, j}=y_{i} \oplus y_{j}$ of $\mathrm{Y}_{q}$ [47]. Repeating for all $n$-bit $(n=5)$ of vector $X$, the $(5 \times 5)$ matrix $V_{i, j, q}^{\Gamma}$ is obtained. Then, the process is repeated $2^{n}$ times for all input vector $X$. Then BIC-SAC matrix is calculated according to eq. (13). S-box must have a BICSAC value near 0.5 to improve the resistance property. Table 4 displays that the BIC-SAC matrix with the average BIC-SAC value of the MCML S-box is 0.5 .

$$
\begin{equation*}
B I C-S A C=\frac{1}{2^{n}} \sum_{\Gamma=1}^{2^{n}} V_{i, j, q}^{\Gamma}, \quad \text { At } j \neq q \tag{13}
\end{equation*}
$$

Table 4. The BIC-SAC analysis of the MCML S-box

| 0 | 0.500 | 0.375 | 0.625 | 0.625 |
| :--- | :--- | :--- | :--- | :--- |
| 0.500 | 0 | 0.375 | 0.500 | 0.375 |
| 0.375 | 0.375 | 0 | 0.625 | 0.500 |
| 0.625 | 0.500 | 0.625 | 0 | 0.500 |
| 0.625 | 0.375 | 0.500 | 0.500 | 0 |

### 4.5 Differential Approximation Probability (DAP)

The output/input variation $\Delta x, \Delta y$ is arranged in a table known as the difference distribution table (DDT), which is used to examine the behavior and calculate the DAP value for an S-box. A higher DAP value signifies that the S-box has a lower resistance to differential attacks. The DAP is the highest probability of $\Delta x, \Delta y$ then divides by $2^{n}$ [48]. For each value $x,(\Delta x, \Delta y) \in\left[0,2^{n-1}\right]$ as in eq. (14). Table 5 demonstrates that the differential probability values while the highest value of the MCML S-box is 8 , i.e., DAP value is 0.25 .

$$
\begin{equation*}
\mathrm{DAP}=\max _{\Delta x \neq 0, \Delta y}(\#\{x \in X \mid S(x) \oplus S(x \otimes \Delta x)=\Delta y\}) \times \frac{1}{2^{n}} \tag{14}
\end{equation*}
$$

Table 5. The DDT of the MCML S-box

$\leadsto$| 32 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 4 | 0 | 0 | 0 | 0 | 0 | 2 | 4 | 0 | 0 | 0 | 0 | 4 | 0 | 2 | 2 | 2 | 4 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 2 | 2 | 0 |
| 0 | 2 | 0 | 4 | 0 | 2 | 0 | 2 | 0 | 6 | 2 | 0 | 2 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 4 | 2 | 0 | 0 | 4 | 2 |
| 0 | 2 | 4 | 0 | 2 | 0 | 0 | 0 | 4 | 0 | 0 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 2 | 2 | 0 | 0 | 2 | 0 | 0 | 4 | 0 |
| 0 | 2 | 2 | 0 | 2 | 2 | 4 | 0 | 0 | 2 | 2 | 2 | 0 | 0 | 0 | 2 | 0 | 4 | 0 | 0 | 2 | 0 | 0 | 2 | 0 | 0 | 0 | 2 | 0 | 2 | 0 | 0 |
| 0 | 0 | 2 | 0 | 0 | 2 | 2 | 2 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 0 | 0 | 4 | 0 | 2 | 0 | 4 | 0 | 0 | 0 | 4 | 0 | 0 | 0 |
| 0 | 0 | 0 | 2 | 0 | 0 | 2 | 0 | 2 | 0 | 2 | 4 | 2 | 0 | 2 | 0 | 2 | 2 | 0 | 0 | 2 | 0 | 2 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 2 | 0 |
| 0 | 0 | 0 | 2 | 2 | 0 | 4 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 4 | 0 | 4 | 0 | 2 | 0 | 0 | 2 | 2 | 0 | 2 | 2 | 0 | 0 | 0 | 0 | 2 |
| 0 | 0 | 4 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 0 | 0 | 0 | 4 | 4 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 0 | 2 | 2 | 0 | 0 | 2 | 2 | 0 | 4 | 0 |
| 0 | 0 | 0 | 2 | 2 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 2 | 2 | 4 | 0 | 0 | 2 | 4 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 4 |
| 0 | 2 | 0 | 0 | 0 | 2 | 0 | 4 | 0 | 0 | 2 | 0 | 0 | 0 | 4 | 2 | 0 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 6 | 2 | 0 | 0 | 0 | 2 | 2 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 2 | 2 | 0 | 2 | 0 | 0 | 2 | 0 | 0 | 4 | 0 | 4 | 4 | 0 | 0 | 2 | 0 | 0 | 2 | 0 | 4 | 2 |
| 0 | 0 | 2 | 0 | 2 | 0 | 0 | 0 | 2 | 4 | 0 | 0 | 4 | 0 | 0 | 2 | 0 | 0 | 2 | 4 | 0 | 0 | 2 | 0 | 4 | 2 | 0 | 0 | 2 | 0 | 0 | 0 |
| 0 | 2 | 0 | 0 | 2 | 0 | 0 | 2 | 4 | 0 | 2 | 0 | 0 | 0 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 2 | 2 | 0 | 0 | 2 | 0 | 0 | 0 | 2 | 6 | 0 |
| 0 | 0 | 0 | 2 | 0 | 4 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 2 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 |
| 0 | 2 | 2 | 0 | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 | 0 | 0 | 2 | 0 | 0 | 0 | 2 | 0 | 0 | 4 | 0 | 2 | 4 | 0 | 2 | 2 | 0 | 2 |
| 0 | 0 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 2 | 4 | 0 | 0 | 2 | 0 | 2 | 0 | 0 | 4 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 4 | 0 | 2 | 0 | 0 |
| 0 | 2 | 2 | 0 | 2 | 2 | 2 | 2 | 0 | 2 | 2 | 2 | 0 | 0 | 0 | 2 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 2 | 0 | 2 | 0 | 2 | 0 | 0 | 0 | 0 |
| 0 | 0 | 2 | 2 | 2 | 0 | 0 | 0 | 4 | 0 | 0 | 2 | 0 | 0 | 2 | 2 | 0 | 0 | 2 | 2 | 0 | 0 | 0 | 2 | 0 | 2 | 8 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 2 | 2 | 0 | 4 | 0 | 2 | 2 | 2 | 0 | 2 | 0 | 0 | 0 | 0 | 4 | 0 | 4 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 2 | 0 | 2 |

$$
\left(\begin{array}{llllllllllllllllllllllllllllllllll}
0 & 2 & 0 & 2 & 2 & 2 & 0 & 0 & 0 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 0 & 2 & 2 & 2 & 0 & 0 & 2 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 4 \\
0 & 2 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 2 & 0 & 4 & 4 & 2 & 2 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 0 & 0 & 0 & 2 & 2 & 0 & 2 \\
0 & 2 & 2 & 0 & 2 & 0 & 0 & 2 & 0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 2 & 0 & 0 & 4 & 0 & 4 & 2 & 0 & 2 & 0 & 2 & 0 & 0 & 0 & 0 & 4 \\
0 & 2 & 4 & 2 & 2 & 0 & 2 & 0 & 0 & 2 & 2 & 0 & 0 & 2 & 0 & 2 & 0 & 0 & 2 & 0 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 0 & 0 & 0 \\
0 & 2 & 2 & 2 & 2 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 4 & 2 & 0 & 4 & 0 & 2 & 0 & 4 & 0 & 0 \\
0 & 0 & 0 & 2 & 2 & 4 & 0 & 2 & 0 & 2 & 0 & 0 & 2 & 0 & 0 & 2 & 2 & 2 & 0 & 0 & 2 & 2 & 0 & 2 & 2 & 0 & 0 & 2 & 0 & 0 & 2 & 0 \\
0 & 2 & 0 & 0 & 0 & 2 & 2 & 0 & 0 & 0 & 0 & 0 & 2 & 4 & 0 & 0 & 0 & 2 & 0 & 2 & 4 & 0 & 0 & 2 & 0 & 0 & 4 & 2 & 4 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 2 & 0 & 2 & 0 & 2 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 2 & 0 & 4 & 2 & 4 & 2 & 2 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 4 & 2 & 0 & 2 & 0 & 0 & 2 & 0 & 0 & 0 & 4 & 2 & 0 & 0 & 0 & 0 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 0 & 6 \\
0 & 0 & 0 & 4 & 0 & 2 & 2 & 0 & 0 & 0 & 2 & 0 & 2 & 4 & 0 & 0 & 0 & 0 & 2 & 2 & 2 & 2 & 0 & 4 & 0 & 0 & 0 & 2 & 0 & 0 & 2 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 2 & 0 & 2 & 2 & 0 & 0 & 2 & 4 & 2 & 2 & 0 & 4 & 2 & 2 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 & 0 & 2 & 0 & 2 & 2 & 0 & 4 & 0 & 0 & 4 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 0 & 0 & 2 & 2 & 0
\end{array}\right.
$$

### 4.6 Linear Approximation Probability (LAP)

The greatest value of unbalance in the input-output components is found using LAP. Assume that the input differential $\Delta x$ and the output differential $\Delta y$, and $X$ is a set of all possible inputs with cardinality $2^{n}$. The LAP is defined as:

$$
\begin{equation*}
L A P=\max _{\Delta x, \Delta y \neq 0}\left|\frac{\#\{x=X \mid x \cdot \Delta x=S(X) \cdot \Delta y\}}{2^{n}}-\frac{1}{2}\right| \tag{15}
\end{equation*}
$$

The maximum duplicate outcome of $x . \Delta x=S(X) . \Delta y$ for all $x \in X$ found in the suggested MCML S-box is 8 , i.e., LAP evaluate is 0.25 . The smaller value of LAP close to 0 proposes better security [49].

## 5. Performance Analysis

The performance analysis of the suggested MCML S-box in terms of security is compared with the 5-bits S-boxes of Ascon, Thakor, and PRIMATE. Table 6 demonstrates the security criteria analysis. The proposed S-box achieved the highest NL value and has the ideal value for SAC and BIC-SAC criteria.

Table 6. Comparison of S-boxes security criteria analysis

| S-Box | Bijective | NL | SAC | BIC-SAC | LAP | DAP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed | True | 3 | 0.50 | 0.50 | 0.25 | 0.25 |
| Ascon [50] | True | 2.5 | 0.51 | 0.58 | 0.25 | 0.25 |
| Thakor [30] | True | 2.65 | 0.57 | 0.53 | 0.25 | 0.25 |
| PRIMATE [51] | True | 2.5 | 0.52 | 0.54 | 0.375 | 0.0625 |

Table 7 demonstrates the criteria analysis for a set of proposed S-boxes with various values $x_{0}, \mu$ and $\varepsilon$. The security analysis results are very promising for having an appropriate security performance.

Table 7. The security analysis of Proposed S-boxes with $x_{0}, \mu$ and $\varepsilon$ are variables

| $x_{0}$ | $\mu$ | $\varepsilon$ | Bijective | NL | $\Omega$ | $\Psi$ | SAC | BIC-SAC | DAP | LAP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 3.431 | 0.3 | True | 3 | 1 | 0.84 | 0.500 | 0.512 | 0.19 | 0.25 |
| 0.1 | 3.235 | 0.5 | True | 3 | 1 | 0.88 | 0.500 | 0.512 | 0.25 | 0.25 |
| 0.2 | 3.484 | 0.7 | True | 3 | 1 | 0.88 | 0.490 | 0.500 | 0.25 | 0.25 |


| 0.3 | 1.159 | 0.8 | True | 3 | 1 | 0.85 | 0.515 | 0.487 | 0.25 | 0.25 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.4 | 3.306 | 0.4 | True | 3 | 1 | 0.88 | 0.490 | 0.500 | 0.19 | 0.25 |
| 0.4 | 2.121 | 0.8 | True | 3 | 1 | 0.83 | 0.495 | 0.487 | 0.25 | 0.25 |
| 0.5 | 2.696 | 0.1 | True | 3 | 1 | 0.84 | 0.510 | 0.500 | 0.25 | 0.25 |
| 0.5 | 3.519 | 0.9 | True | 3 | 1 | 0.78 | 0.500 | 0.525 | 0.19 | 0.25 |
| 0.6 | 1.444 | 0.2 | True | 3 | 1 | 0.80 | 0.470 | 0.525 | 0.25 | 0.25 |
| 0.6 | 3.341 | 0.5 | True | 3 | 1 | 0.89 | 0.545 | 0.487 | 0.25 | 0.25 |
| 0.7 | 3.265 | 0.3 | True | 3 | 1 | 0.81 | 0.535 | 0.525 | 0.25 | 0.25 |
| 0.8 | 1.322 | 0.1 | True | 3 | 1 | 0.84 | 0.520 | 0.500 | 0.25 | 0.25 |
| 0.8 | 3.938 | 0.7 | True | 3 | 1 | 0.81 | 0.515 | 0.487 | 0.25 | 0.25 |
| 0.9 | 0.991 | 0.6 | True | 3 | 1 | 0.81 | 0.515 | 0.525 | 0.19 | 0.25 |
| 0.9 | 2.750 | 0.8 | True | 3 | 1 | 0.85 | 0.495 | 0.500 | 0.25 | 0.25 |

The Ascon-128 algorithm was reorganized by Python, followed by replacing the substitution and diffusion layers with a the proposed MCML S-box to have a modified Ascon algorithm called Ascon-MCML. The both techniques were run on the same platform with Windows 11, Intel (R) Core i7-1165G7, 2.80 GHz, and Python 3.11 are used. Both techniques were used to encrypt and decrypt a plaintext "Hello" with an associated data "Welcome", while the key and nonce are random data. The input and output parameters for both algorithms are displayed in Table 8. Table 8 demonstrates that the Ascon-MCML has a faster processing time and a smaller code size than the Ascon-128 as both algorithms run in the same operating system for the same plaintext and associated data.

Table 8. The input and output parameters for Ascon-128 and Ascon-MCML

| Parameters | Ascon-128 | Ascon-MCML |
| :---: | :---: | :---: |
| Key | 0x9f33f9d471da5f21aa596c9fad752f80 | 0x1cd0fb3d7fda909b722d97a22bde83c |
| Nones | 0xbb267406435996777c68c60ab73264c | 0x04fc3e1344e5f6c393ee40dd03100bd |
| Plaintext | 0x48656c6c6f | 0x48656c6c6f |
| Associated data | 0x57656c636f6d65 | 0x57656c636f6d65 |
| Ciphertext | 0xe6c28814cb | $0 \times 3 \mathrm{dbe} 3 \mathrm{ff} 16 \mathrm{e}$ |
| Tag | 0xbbd17d6039e7496150b58bd0eb1e1e4 | 0x5d3f71123cc177057defc9533b35e860 |
| Processing Time | 1.9173622131347656 | 1.7447471618652344 |
| Code Size | 7.8056640625 | 7.349609375 |

## 6. Conclusion

This paper is concerned with developing a novel S-box creation approach based on the CML system that is compatible with the LWC algorithms to achieve the security requirements of IoT devices. The creation method is based on the modified sine map as a function of CML, and uses the chaotic sequence produced by the MCML system to randomly mix the components of the resultant S-box, significantly enhancing its unpredictability. The bifurcation and Lyapunov exponent diagrams demonstrate that the MCML system has a very wide chaos period without any cutoff, so the MCML performance is more efficient than the original CML system. The findings of the performance experiment demonstrate the effectiveness and great suitability of the proposed S-box for LWC algorithms, which are based on 5-bit construction and have appropriate security with light performance. The investigational findings show that all S-box requirements were satisfied, including robust con-
frontation with differential and linear cryptanalysis in addition to randomness and the best NL value, which has a margin of 0.5 more than the original Ascon S-box, and an ideal value of completeness with fitting values of SAC, BIC-SAC, LAP, and DAP, which asserts improvement of diffusion and confusion for S-box. Accordingly, the MCML S-box superseded the substitution and linear diffusion layers of the Ascon set. From the application of the encryption and decryption processes, it shows that it has a smaller code size and faster processing time than Ascon-128 while maintaining the same security level of 128-bit as Ascon-128.
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